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Abstract
In this paper I wish to give some characterizations on a clustering method
applied to sets information with connectivity links inside each set of in-
formation. Because such a structure can be associated with a graph, in
a previous paper I consider that clustering is done using so called equiv-
alent graphs and I have proposed a clustering process. The characteri-
zation include the maximum number of sets of information in a cluster,
the probability that a new set of information placed in cluster to have
identical associated graph with a set of information already existent in
that cluster. I will introduce too a possible distance between clusters.
Keywords: isomorphic graphs, clustering.
ACM/AMS Classification: 05C30, 05C60, 05C75, 91G20

1. Introduction

Firstly we include here some necessary definitions and results as they
appear in [Bârzã, Morogan, 2008].

Definition 1.1 A graph G is a pair (V,E) where V is a finite set speci-
fying the vertexes (generally considered as V = {1, 2, . . . , n}) and E is the set
of unordered pairs of numbers from V (generally presented as subsets of two
values from V ) named edges.

Definition 1.2 Let G = (V,E) and H = (W,F ) be two graphs. G and
H are named isomorphic if and only if there exists a function f : V → W so
that f is bijective and a = {x, y} ∈ E if and only if f(a) = {f(x), f(y)} ∈ F .

Definition 1.3 On the set of graphs, we say that two graphs G and H
are equivalent if and only if, by definition, G ∼= H and we write G 'i H.

Definition 1.4 Let G = (V,E) be a graph. The graph H = (V, F ) with
F subset of E is called partial graph of G

Now, let us remember the basis elements that allow clustering using
equivalence graphs, given in [Bârzã, 2012].

We consider a collection of observations E1, E2, . . . , Ek, where for any i,
1 ≤ i ≤ k, Ei is a set of information formed by individual date di,1, di,2, . . . , di,mi
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and is known that there exists connection between di,x and di,y for some
x, y ∈ {1, 2, . . . ,mi}.

With this considerations, for any i, 1 ≤ i ≤ k, we consider the points
pi,1, pi,2, . . . , pi,mi as vertexes of a graph Gi = (Vi, Fi) and so

Vi = {pi,1, pi,2, . . . , pi,mi} .

To define Fi we consider that if there exists a connection between di,x
and di,y, then we have an edge between pi,x and pi,y, so {pi,x, pi,y} ∈ Fi.

With the above process we associate to the collection of sets of infor-
mation E1, E2, . . . , Ek, a collection of graphs G1, G2, . . . , Gk using G 'i H
relationship for clustering.

We consider that a cluster C is characterized by

char(C) = [n,m,G = (V, F )] ,

where: n is the number of vertexes in associated graph G (and the number of
individual pieces of information in observations included in cluster); m is the
number of edges in associated graph G (and the number of known connection
between individual pieces of information in observations included in cluster);
and G = (V, F ) represents the graph associated with observations included in
cluster (so |V | = n and |F | = m).

The proposed process to make clusters using equivalence relationship on
graphs, [Bârzã, 2012], is:

Step 1. It is generated the graph G = (V, F ) associated with E.
Step 2. If does not exists a cluster Ci with ni = |V | and mi = |F |, for

1 ≤ i ≤ p, then we go to step 5.
Step 3. Let Ci1 , Ci2 , . . . , Cir be the clusters for which nij = |V | and

mij = |F |, 1 ≤ j ≤ r, i1, i2, . . . , ir ∈ {1, 2, . . . , p}.
Step 4. We test if G and Gij are isomorphic graphs, 1 ≤ j ≤ r. If such

a test is true then if Gk ∼= G go to step 6, otherwise continue.
Step 5. It is created a new cluster Cp+1 with np+1 = |V |, mp+1 = |F |

and Gp+1 = G(V, F ); replace p with p+ 1 and stop.
Step 6. Place E in cluster Gk and stop.

2. Maximum number of sets of information in a cluster

Considering only the elements of graph theory, especially the definition
of isomorphic graphs, the answer related to maximum number of different
sets of information seems to be very simple because we must consider the
identification of vertexes and so we can have an infinite number of different
isomorphic graphs.

If we restrict the graphs to those in which we have the same set of vertexes
for all graphs, then the answer results from:
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Proposition 2.1 Let G = (V,E) and H = (V, F ) be two graphs with
the same sets of vertexes. Then G ∼= H if and only if it exists a permutation
sigms defined on V so that H = σ(G), with σ(G) = (σ(V ), σ(E)) = (V, σ(E)),
where σ(E) = {{σ(x), σ(y)} |(x, y) ∈ E}.

If we give a graph G, then for any permutation σ on V , from proposition
2.1, we have G ∼= σ(G) and it follows that the number of isomorphic graphs
with G is equal with the number of permutation defined on V and so is equal
n!.

Here we consider that the only graph isomorphic with G and identical
with G is obtained only for identity permutation, means the permutation in
which for any x ∈ V , σ(x) = x.

In the case of clustering, we consider that the facts presented above are
not applicable. The clustering is a process related to data analysis and the
last task is a part of statistics. In statistics we work with samples which are
representative for a population and the individuals from a sample is randomly
choose and the results of analysis do not depend on individuals.

So, the identification used for the vertexes in graph associated to a set
of information is not relevant and we consider that is a mistake to use for the
graphs only the set representation to say that two graphs are not identical.

The way in which a graph is represented do not depend by the identifi-
cations of its vertexes is the algebraic representation using adjacencies matrix
as appears in the next definition.

Definition 2.1 Let G = (V,E) be a graph in which we may consider
that V = {x1, x2, . . . , xn}. The matrix AG = (aij)i,j=1,2,...,n defined by aij = 1
if and only if {xi, xj} ∈ E and aij = 0 otherwise is called the adjacencies
matrix of graph G.

Using the definition 2.1 we may say that two graphsG andH are identical
if and only if AG = AH .

From this point of view, the value n! for the maximum number of different
sets of information in a cluster do not seem to be a reasonable one. To show
this affirmation let us consider an extreme case of G, namely if G is a complete
graph with n vertexes.

Strictly by the point of view of graph theory, any two complete graphs
with n vertexes are isomorphic. As regards the adjacencies matrix, their ma-
trices are equals and so we may consider that any two complete graphs are
identical and this is the reason to designate complete graphs with n vertexes
as Kn.

On this consideration we may conclude that the maximum number of
distinct graphs associated with sets of information, which are complete graphs
with n vertexes is equals with 1.

For exact determination of the maximum number of distinct graphs as-
sociated with sets of information we must considerate the rows (or columns)
of the adjacencies matrix of graph G We will consider that:

Definition 2.2 Let G = (V,E) be a graph with AG its adjacencies matrix
and n = |V |. The rows i and j from AG are dependent if for the transposition
σij = (i, j), we have AG = Aσij(G). If rows i and j are not dependent, we call
the independent.
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Using definition 2.2 we may realize a dependences based partitioning
of the set {1, 2, . . . , n} with the sets I1, I2, . . . , Ik so that:

1. for any j ∈ Ik and any i 6= j, 1 ≤ i ≤ n, rows i and j are independent;

2. for any s ∈ {1, 2, . . . , k} for any i, j ∈ Is the rows i and j are dependent
and for any i ∈ Is and for any j ∈ {1, 2, . . . , n} /Is rows i and j are
independent.

Now, the problem of determination of the maximum number of different
graphs associated with sets of information is reduced to the problem of the
number of matrix that can be built keeping de dependences on rows with a
given matrix with n rows.

If we consider firstly the rows with indexes in I1 and we fix those rows
in the matrix, the remaining problem is like initial one but for k − 1 sets in
the dependences based partition and with n − |I1| as numbers of rows in the
matrix. So we may say that

maxAG(n) = C |I1|n ×maxAG(n− |I1|)

because to the choose of |I1| value from a set of n value represent a combina-
torial problem where the order of values is not important.

Repeating the fixing operation k − 1 times we have

maxAG(n) = C |I1|n × C |I2|n−|I1| × . . .× C
|Ik−1|
n−|I1|−|I2|−...−|Ik−2|maxAG(|IK |)

because n − |I1| − |I2| − . . . − |Ik−1| = |Ik|. Finally we obtain the following
results.

Proposition 2.2 Let G = (V,E) the graph associated with sets of in-
formation from a cluster with |V | = n and AG the adjacencies matrix for G.
If I1, I2, . . . , Ik is the dependences based partitions for the rows of AG then,
the maximum number of different graphs associated for sets of information in
cluster is:

maxAG =
n!∏k−1

i=1 |Ii|!

Because the valuemaxAG is a constant for a cluster we must not calculate
it every time we use the cluster and so we may extend the cluster characteristics
to include this new information. The form of the cluster characteristic will be
now:

Char(C) = (n,m,G = (V, F ),maxAG)

Because in considering two graphs as distinct we use the adjacencies
matrix we propose that with every set of information E from cluster to store
too the adjacencies matrix of the graph associated with E, which will de
designated by AE and so, instead of E we store (E,AE). In agreement with
the above result and final observation we must modify proposed algorithm for
clustering to include the new form of characteristic and the new form of stored
data.
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Now, at the end of this section we may note that, in this point we are able
to identify the probability that a new set of information placed in a cluster
to be identical in structure with a set of information already stored. This
probability is equal with:

|C|
maxAG

where by |C| we indicate the number of sets of information already stored in
the cluster.

3. Distance proposal

In this section we want to define a distance on the space of clusters.
We begin by considering the space of clusters

{C1, C2, . . . , Ct}

so that for any i = 1, 2, . . . , t we have

Char(Ci) = (ni,mi, Gi = (Vi, Ei,maxAGi).

A very easy way to specify a distance between clusters is to consider only
the information from Char(Ci) and so we can define a function

d(Ci, Cj) = |ni − nj |+ |mi −mj |+ |maxAGi −maxAGj |.

Because in this definition d is defined as a sum of modules, it follows
that d(Ci, Cj) ≥ 0 for any i, j = 1, 2, . . . , t. Also, if d(Ci, Cj) = 0 and d
is defined as sum of non-negative values, it follows that ni = nj , mi = mj

and maxAgi = maxAGj . In the same time, because maxAGi and maxAGj

are strictly related to Gi and Gj , from maxAGi = maxAGj it follows that
Gi ∼= Gj and so Ci = Cj . This facts show that d(Ci, Cj) = 0 if and only if
Ci = Cj .

Now, if we consider three clusters Ci, Cj and Ck, we may write that

D(Ci, Cj) = |ni − nj |+ |mi −mj |+ |maxAGi −maxAGj | =

= |ni − nk + nk − nj |+ |mi −mk +mk −mj |+

+|maxAGi −maxAGk
+maxAGk

−maxAGj | ≤

≤ |ni − nk|+ |nk − nj |+ |mi −mk|+ |mk −mj |+

+|maxAGi −maxAGk
|+ |maxAGk

−maxAGj | =

= d(Ci, Ck) + d(Ck, Cj).
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In this way we shown that d define a distance on the space of clusters,
but we consider that the distance d is poor in information. This is the reason
why in the future we must try to find another distance to be defined on clusters
space.

4. Conclusion

In this paper we try to give some characterization on clusters formed
using equivalence on graphs. For the future we wish to extend this work to
clusters formed using strong equivalence on graphs and to continue to study
the properties which may be associated with this two clustering process.
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