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Abstract
This paper describes the usage of some bootstrap simulation models for modelling loss distributions and for general dynamic financial analysis applied in environmental economics. Two cases studies, coming from forest economics, are presented.
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1. Introduction

Computer-intensive methods for estimation assessment provide valuable information concerning the adequacy of applied probabilistic models. The bootstrap method is an extensive computational approach for understanding empirical data and is based on resampling and statistical estimation. Bootstrap is a simple but powerful Monte Carlo method to assess statistical accuracy or to estimate a distribution from data samples. The name may come from the phrase "Pull yourself up by your bootstrap" having the following meaning 'Improve your situation by your own efforts' [26]. The methods are suitable for any level of modelling being useful for fully parametric, semi-parametric, and completely nonparametric analysis. These approaches are not only in use by statisticians, but also are applied anywhere statistics can be used: life sciences, business, social sciences, econometrics, reliability etc. Moreover, bootstrap is a powerful tool, especially when only a small data set is used to predict the behaviour of systems or processes. For the aim of this paper we outline
the basic bootstrap principle, the application of bootstrap sampling for accuracy estimation and the method of simultaneous confidence bands for uncertainty management.

Let $X$ be a random variable and $F$ the cumulative distribution function of the variable $X$. The Bootstrap method, proposed by Efron [10, 11, 13], is useful, at least, for the estimation of the distribution function of a random variable $R(X, F)$; a functional relation $V(F)$, or the accuracy of a statistics $s$ obtained from a sample $\left( X_1, X_2, \ldots, X_n \right)$ of size $n \geq 1$ from $X$. For this investigation, the accuracy, describes the variability of $s$ when independent estimations $s(1), s(2), \ldots$, of the statistics $s$, are obtained by resampling.

The bootstrap technique uses the sample $(X_1, X_2, \ldots, X_n)$ to obtain the sampling cumulative distribution function $F_n(x)$ in order to replace the true cumulative distribution function $F$: $F_n(x) = \frac{1}{n}$ cardinal $\{ x_i \leq x \; \mid \; 1 \leq i \leq n \}$. To repeatedly simulate bootstrap samples $X^* = (X_1^*, X_2^*, \ldots, X_n^*)$ from $F_n$, random number generators should be used according to the Monte Carlo approaches [12, 17]. Then, for each bootstrap sample, it is recalculated the distribution function of the random variable $R(X^*, F_n)$; the functional relation $V(F_n)$ or $V(F_n^*)$, and the statistics $s^*(\cdot)$. The accuracy of the statistics $s$ can be derived under an appropriate statistical inference study on the sequence $s^*(\cdot)$.

The bootstrap resampling can be realized in various ways. Uniform resampling and the importance resampling are the mostly used [1, 2, 12, 20, 22]. Uniform resampling assumes that the measurement (observed) values are uniformly sampled from some process, while the importance resampling algorithm assumes the generation of sampling values according to a probability distribution $\{ (x_i, p_i) \; \mid \; i = 1, 2, \ldots, n \}$ such as every $p_i$ is a nonnegative real number, and $p_1 + p_2 + \ldots + p_n = 1$.

The general framework for obtaining simultaneous confidence bands for nonlinear models (estimated from data) using resampling techniques is presented in [1, 2]. Let $g_-, g_+$ be two known nonnegative models (real functions which may depend on the input data, denoted by $D$), and $u_-, u_+$ be nonnegative scale factors. The confidence band for the model $h$ (used to explain a relation such as $y_i = h(x_i, \theta) + \epsilon_i, i = 1, 2, \ldots, n$, $\theta$ as estimated parameter; or $h$ is a non-parametric estimated model) is the region:

$$R = \left\{ (x, y) : x \in D, h\left(x, \hat{\theta}\right) - \tilde{V}_{u_-, g_-}(x) \leq y \leq h\left(x, \hat{\theta}\right) + \tilde{V}_{u_+, g_+}(x) \right\},$$

(1)

where $(x_i, y_i)_{i \in 1}$ are observations, $\theta$ is a parameter vector, $\hat{\theta}$ is a least squares estimate of $\theta$, $(\epsilon_i)_{i \in 1}$ are random variables distributed independently and identically with an unknown cumulative distribution function (cdf) $F$, but with mean zero and unknown variance $\sigma^2$, and $\tilde{V}$ is an estimate of $\sigma$.

Obtaining the region $R$ asks for solving the following problem: given the models $g_-, g_+$, and $\alpha \in (0, 1)$, search for the non-negative real numbers $u_-, u_+$ such that

$$P\left[h\left(x, \hat{\theta}\right) - \tilde{V}_{u_-, g_-}(x) \leq h(x, \theta) \leq h\left(x, \hat{\theta}\right) + \tilde{V}_{u_+, g_+}(x), x \in D \right] = 1 - \alpha.$$  

(2)

There exist various alternatives for choosing $g_-$ and $g_+$ [1] [2]. A common approach considers the models $g_-(x) = g(x) = 2$ for all $x \in D$. Two approaches related to the scale factors $u_-, u_+$ are important enough: $u_+ = u_-$ (symmetrically simultaneous confidence bands); or the sum $u_+ u_-$ must have a minimal value.
2. Operational Risk

Measuring the operational risk of an enterprise or financial institution requires the Loss Distribution Approach (LDA), which makes use of the exact operational loss frequency and severity distributions [16], [19], [24]. Financial aided decision uses not only LDA, but also the Dynamic Financial Analysis (DFA).

Mainly, the LDA has three essential components: a distribution of the annual number of losses (the frequency), a distribution of the monetary losses (the severity), and an aggregate loss distribution that combines the two. The first step in applying LDA method is dedicated to the understanding of the structure and characteristics of the data. According to [25], a careful Exploratory Data Analysis (EDA) is necessary to be performed before modelling the shape of the data by statistical tools.

The most used approach in building loss distribution models consists in fitting the parametric distributions to the loss severity and the frequency data [16], [19]. For modelling, there are available both simple parametric distributions having one to three parameters: Exponential, Weibull, Gamma, Truncated Lognormal, Loglogistic and Generalized Pareto, and generalized parametric distributions having three or more parameters: the generalized beta distribution of the second kind and the G-and-H distribution. The estimation of the parameters is based on some well-known techniques as maximum likelihood, method of moments, or quantile estimation [4, 21]. Other techniques in modelling severity distributions are based on Extreme Value Theory (EVT) and non-parametric empirical sampling. EVT is a branch of statistics to study the extreme phenomena (large operational losses, for example).

Empirical sampling simulates losses from the empirical distribution in the following manner. For each simulated period:
1. Draw a frequency N from the Poisson distribution (the annually aggregated number of losses shows a Poisson behaviour);
2. Generate N loss severities (with replacement) using the original set of loss severity data: \( L_i \) (\( i = 1, 2, \ldots, N \)).
3. Sum the N losses to get the total annual loss: \( S = \sum L_i \).
4. Repeat the steps 2 and 3 for many times (usually thousands).

The distribution of S (according to LDA) is called the aggregate loss distribution, and the risk exposure can be measured as a quantile of S.

DFA is an important development based on stochastic simulation (Monte Carlo methods [12], [17], [21]) used mostly in non-life insurance and reinsurance [5]. However, for life insurance, the approach called Asset Liability Management (ALM) if using stochastic simulation becomes similar to DFA. It is accepted now that DFA is a variant of ALM, showing a greater emphasis on both economic scenario generators and the interrelationships between assets and liabilities.

Applying this approach any enterprise or financial company is able to investigate the potential impact during decisional process. According to [18], the DFA borrows many concepts and methods from economics and statistics and integrates them in a powerful tool (actually implemented in software as decision support systems). DFA requires a scenario generator and a calibration procedure. Also is mandatory a multivariate company model, an analysis and presentation module together with a control and optimization module for improving the strategy [5].
The *scenario generator* is a module which implements stochastic models for risk factors, affecting the company strategic decisions, like economic risks, liability risks, asset risks and business risks. On the first step in developing a DFA model it will be investigated the risks and the factors affecting the company results. Then, the objective functions and the projection period (the planning horizon, usually long enough) have to be chosen.

The *calibration procedure* is responsible for finding the suitable parameters of the models used in the scenarios generation. The difference between DFA and classical scenarios testing approach results from the usage of Monte Carlo simulation (including bootstrap) during scenarios generation and calibration.

According to [5], "the real challenge of DFA scenario generation lies in the composition of the component models into an integrated model". This task will be accomplished using both the deterministic modeling (functional approximation) and the statistical modeling (correlation, multivariate statistics, time series etc) [4, 7, 8, 9, 14]. When there is only a small data set, the estimation of the model parameters (in general belonging to a high-dimensional space) asks for uncertainty diminishing. The bootstrap approach can be used for accuracy estimation as described in [2, 6, 10, 11, 20]. After calibration, if necessary, the stochastic model can be reconsidered and improved.

The output of the scenario generator is a large number of Monte Carlo scenarios representing the future possible states of the company, while only a small set of scenarios are used in classical scenario testing approach. The company model has to react to the generated scenario according to the company operating structure along aspects like insurance, investment, the impact of reinsurance, under specific regulation, accounting and taxation. Company models used in DFA vary from simple to highly complex size. Usually, such models imitate the cash flows of the company (mainly the technical and financial accounting structures) in a risk management manner.

Running DFA analysis produces results for the output variables under interest along some future moments of time (predicted values). The size of the obtained set of results is, in general, huge enough to ask for data mining techniques used by the analysis procedure. The common approach in data mining for such task is based on statistical methods for data analysis. During analysis, the predicted values will be obtained with some accuracy to be assessed also by computer intensive methods like cross-validation or bootstrap [20]. It is possible that some scenarios will provide unacceptable results. This situation generates corrective measures and re-running the DFA. The control and optimization module of the DFA system is responsible for such a task. After the optimization step, the presentation module will provide reports obtained from the DFA. The management board will choose from these reports the best strategy for the company. Even "DFA models provide generally deeper insight into risk and potential rewards of business strategies than scenario testing can do", some weaknesses of the DFA there exist [18]. The first difficulty consists of capturing the complexity of the real-life business environment. The second one deals with the strong dependence of the results on the assumptions used in the model set-up. For small models the results can correspond with intuition. However, more effort is necessary to understand and control the uncertainties and approximations for a useful DFA approach.
3. Operational loss data in environmental economics

Windstorms are the most important extreme events causing severe damages. Breakage is the most common type of storm damage. The degree of impact depends on the degree and pattern of damage as well as the tree species involved. The cyclonic winds cause twisting and separation of wood fibbers in the main stem. The uprooted trees will be degraded quickly by stains, decays, and secondary insects such as Ips (engrafter) bark beetles, borers, powder post beetles, and ambrosia beetles. Also, during storms, many trees sustain wounds caused by falling tops, adjacent uprooted trees, and major branch breakage. Other damages come from bent trees or standing water.

The impact has significance not only for environment saving, but also from business point of view, including insurance [4, 7, 8].

The Weibull density function was considered for describing the operational loss data given by [16] related to wind catastrophes that occurred in 1977:

\[
f(x; \alpha, \beta) = \frac{\alpha}{\beta} \left( \frac{x - \gamma}{\beta} \right)^{\alpha-1} \exp \left( -\left( \frac{x - \gamma}{\beta} \right)^{\alpha} \right)
\]  

(3)

where \( x \geq \gamma, \alpha > 0 \) (the shape parameter), \( \beta > 0 \) (the scale parameter), and \( \gamma > 0 \) (the position parameter). Let us denote by \( F(\cdot) \) the corresponding cdf. The bootstrap method can be used to obtain the standard error of the estimated parameters, denoted by \( \hat{\alpha}, \hat{\beta} \) and \( \hat{\gamma} \). If \( \theta \) stands for any of the parameters \( \hat{\alpha}, \hat{\beta}, \) and \( \hat{\gamma} \), then the approximation to the bootstrap estimate of standard error of \( \theta \) is given by:

\[
se(\theta) = \frac{1}{\sqrt{B-1}} \left( \sum_{k=1}^{B} (\hat{\theta}^*(k) - \eta)^2 \right)^{\frac{1}{2}}
\]  

(4)

where \( B \) is the total number of resampling simulations, and \( \hat{\theta}^*(k) \) is the estimated version of the corresponding parameter during the resampling step indexed by \( k \), and

\[
\eta = \frac{1}{B} \sum_{k=1}^{B} \hat{\theta}^*(k).
\]  

(5)

For the data set considered, using \( \gamma = 0 \), we found, after one thousand resampling simulations, the next five shapes of the cdf, respective pdf, Weibull wind loss function presented in figure 1.

Also, after one thousand resampling simulations, the standard error for the parameters of the Weibull pdf was found as: \( se(\hat{\alpha}) = 0.00164 \) and \( se(\hat{\beta}) = 0.00115 \).

The threat of wind damage is widely recognized to be a serious constraint to the management of forests. An increase in the frequency of intense storms could potentially have a significant effect. Therefore, is possible to experience serial correlation in data, so in order to predict the changes in environment generated by forest damages, the bootstrap approach has to be used carefully. After some simulations of these cases, we recommend a segment type (block) resampling, not a standard resampling. The segment size has to be identified during a data mining process.
4. Bootstrapping the expected return on portfolios

In the following, an investigation on expected return on portfolios based on bootstrapping generalized regression will be presented. By portfolio, according to [21] we mean a group of financial assets. It is expected that "a rational investor" choose his/her portfolio so as to maximize the expected return and to minimize the risk.

Let us consider $N$ assets, $1, 2, \ldots, N$, and the wealth equal to 1. The portfolio is modelled as the vector $x = (x_1, x_2, \ldots, x_N)^T$, where $x_k$ represents the fraction of the unit wealth invested in the $k$th asset, $k = 1, 2, \ldots, N$, so that $x_1 + x_2 + \ldots + x_N = 1$ [9, 15]. The returns of the $N$ mentioned assets are random variables $r = (r_1, r_2, \ldots, r_N)^T$, with the expected returns $E[r] = (r_1, r_2, \ldots, r_N)^T$, and the covariance matrix $V = (v_{ij})$, where $v_{ij} = \text{cov} (r_i, r_j), i, j = 1, 2, \ldots, N$. As usual, let us denote the diagonal elements by $\sigma^2 = \sigma^2_i$ being the standard deviations of the returns.

For a given portfolio $P$, represented by weights $x$, the expected return on the portfolio $P$ is $r_P = r^T x$ and the variance of the portfolio $P$ is $\sigma^2_P = x^T V x$, while the risk of the portfolio $P$ is $\sigma_P$.

Usually, the return on an asset is explained in terms of a linear combination of more factors:

$$\rho_i = \sum_{j=1}^{m} \beta_j F_j + \epsilon_i, \quad i = 1, 2, \ldots, N$$

(6)

where $F_j$ ($j = 1, 2, \ldots, m$) are observed explanatory variables (like production, inflation, term structure and other economic factors), $\epsilon_i$ is a zero mean random disturbance (not observable), and $(\beta_j)$ are unknown parameters which are specific for the given asset. If there are $T$ observations (usually gathered historical data), the regression model is

$$\rho_i = F_i^T \beta_i + \epsilon_i,$$

(7)
where \( \rho_i = (\rho_{i1}, \rho_{i2}, \ldots, \rho_{iT})^T \), \( F := (F_{ij}) \), \( i = 1, 2, \ldots, m \) and \( j = 1, 2, \ldots, T \), is an \( m \times T \) matrix, \( \beta = (\beta_{11}, \beta_{12}, \ldots, \beta_{1m})^T \), and \( \varepsilon_i = (\varepsilon_{i1}, \varepsilon_{i2}, \ldots, \varepsilon_{iT})^T \), with \( E \varepsilon_{ij} = 0 \) and \( \text{cov}(\varepsilon_{ik}, \varepsilon_{lj}) = \sigma_i^2 \delta_{kl}, k, l = 1, 2, \ldots, T, \) where \( \delta_{kl} = 1 \) for \( k = l \) and \( \delta_{kl} = 0 \), otherwise.

For \( T > m \) and rank \( (F) = m \), the ordinary least square estimator of \( \beta_i \) is
\[
\hat{\beta}_i = (FF^T)^{-1} F \rho_i
\]
(8)
having the covariance matrix
\[
\text{cov}(\hat{\beta}_i) = \sigma_i^2 (FF^T)^{-1}
\]
(9)
while an unbiased estimator for \( \sigma_i^2 \) is given by
\[
\sigma_i^2 = \frac{1}{T - m - 1} \left( \rho_i - F^T \hat{\beta}_i \right)^T \left( \rho_i - F^T \hat{\beta}_i \right).
\]
(10)

However, when \( T < m \) (small data set, short history), or rank \( (F) < m \), then a least square estimator of \( \beta_i \) is computed using the generalized inverse [3] of \( F^T \):
\[
\hat{\beta}_i = (F^T)^+ \rho_i
\]
(11)

In this case, the confidence intervals for \( \beta_i \) will be obtained by bootstrapping, the generalized least square estimate being
\[
\hat{\beta}_i^* = (F^T)^+ \rho_i^*
\]
(12)
where
\[
\rho_i^* = F^T \hat{\beta}_i + \varepsilon_i^*
\]
(13)
and \( \varepsilon_i^* \) is obtained by resampling the centred residuals using the empirical distribution.

For a moderate number of bootstrap steps (about 20), the statistics concerning the regression model will be obtained by analysing the bootstrap results.

Let us consider some data related to the return on the investment (RET) in forest industry when damages generated by windstorms appear. There are both vulnerable and resistant regions [7]. Let \( F_1 \) be the initial investment, \( F_2 \) be the annual growth rate, \( F_3 \) be the affected surface of vulnerable region, \( F_4 \) be the vulnerable surface, \( F_5 \) be the rate of declassification of the vulnerable region, \( F_6 \) be the affected surface of resistant region, \( F_7 \) be the resistant surface and \( F_8 \) be the rate of declassification of the resistant region. For twelve classes of regions, a regression analysis was done, and after twenty bootstrap resampling steps the following results were obtained:

\[
\text{RET} = 1.013F_1 + 0.115F_2 + 5.1E - 0.2F_3 + 6.1E - 0.3F_4 - 15.58F_5 + 0.15F_6 - 8.5E - 0.3F_7 + 13.71F_8
\]

with the following 95% confidence intervals for the coefficients: (0.906, 1.119), (-0.627, 0.859), (-0.411, 0.513), (-0.083, 0.095), (-14.102, 115.951), (-0.262, 0.556), (-0.059, 0.042) and (-116.435, 143.862). The present model explains more than 82% from the data variability, the proportion of variability being 0.998.
5. Conclusions

This paper describes the usage of some bootstrapping techniques to be used in business statistics, mainly concerning dynamic financial analysis and loss distribution functions estimation in the framework of the environmental economics. The investigation outlines an important number of opportunities for bootstrapping in financial and environmental data analysis.
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